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Abstract—The use of wireless sensor networks is rapidly
growing in various types of applications that benefit from
spatially distributed data collection. Some of these applications,
such as industrial automation, fire detection or health monitor-
ing, have strong timeliness constraints. Since field deployments
are difficult to monitor and debug, the development of real-
time communication protocols for wireless sensor networks
necessitates accurate simulation models.

This paper presents open source Omnet++ simulation models
based on the IEEE 802.15.4 standard. Four evaluation scenarios
are used to compare simulation timeliness and packet error rate
results with experimental measurements. The small scale of the
scenarios allows to isolate the effect of each system component.
The comparison validates the models for timeliness estimates
in sensor networks and pinpoints the variability of software
implementations in embedded systems as a major cause of
differences between simulated and measured results.

I. INTRODUCTION

Research in communication protocols makes extensive use
of network simulators such as NS-2 [1] since they allow
fast evaluation and comparison of novel algorithms. In the
past few years, advances in miniaturization led to the emer-
gence of wireless sensor networks (WSN) [2], cooperative
embedded computer systems designed to monitor one or
more parameters in their environment. Protocols research for
WSN aimed at developing scalable solutions with ultra low
power consumption in order to reach an operating lifetime
of several years. These protocols have been evaluated using
the same kind of simulators. However, the fact that these
simulators were originally designed for the study of wired
networks has cast some doubts on the results validity [3].

This paper describes simulation models1 of wireless prop-
agation, multiple access interference, radio state machine
and the IEEE 802.15.4 non beacon-enabled MAC protocol
[4] which were implemented in the Mobility Framework [5]
for Omnet++ [6]. We follow the approach recommended in
[7] and focus on simple setups to better identify any possible
cause of deviation. We define four evaluation scenarios
which are realized experimentally and reproduced in the
simulator. They consist of two topologies of respectively two
and three nodes. Timeliness metrics and packet error rates

1Available online at http://www.github.com/mobility-fw.

are compared when using broadcast and unicast traffic, and
the impact of traffic load is considered.

This paper is structured as follows. Section II describes
related work on the validation of wireless network simulation
models. Section III presents the models used for the simula-
tions. Section IV gives details on the measurement testbed,
on the evaluation scenarios and on the metrics. Section V
discusses the results and section VI concludes the paper.

II. RELATED WORK

Cavin et al. [8] attempted to simulate a common min-
imalistic scenario with three simulators (OPNET, NS-2,
Glomosim). They obtained widely varying results. They
attributed these variations to different levels of precision
of the physical and medium access control (MAC) layer
models, and concluded that these tools were not useful
to wireless application developpers. Later, Kotz et al. [3]
compared NS-2 simulations with experimental results and
identified six common simplifying assumptions in the model
as causes of errors. More recently, Ivanov et al. [9] have
shown through simulation, emulation and experimentation
that realistic results can be obtained with the NS-2 wireless
model if the simulation parameters are properly adjusted.
While they obtained good results for the packet delivery ratio
and the connectivity graph, packet latencies were inaccurate.

Colesanti et al. [7] studied the validity of simulations
using the OMNeT++ discrete event simulator and the MAC
Simulator framework [10]. They observed that the simula-
tion results tended to over-estimate the testbed results, and
that the performance depends on a multitude of possibly
interacting parameters. They recommend to focus on simple
scenarios to reduce the scope of the problem. Halkes et
al. [11] have studied the accuracy of the MAC protocol
performance in the TinyOS 2.x simulator TOSSIM as a
function of the receiver model. They found that for the
Signal to Noise Ratio (SNR) based reception model, the
accuracy was often below 5% for the delivery ratio and
for energy consumption. Latency results were less accurate.
They attributed all remaining deviations to unmodeled fluc-
tuations in the received signal strength.

To the best of our knowledge, there is no other work
which evaluates the accuracy of latency estimates in wireless



Parameter Value

bit rate 250 kbps
delaySetupRx 1.792 ms
delaySetupTx 1.792 ms
delayRxTx / delayTxRx 192 µs

Table I: TI CC2420 radio model parameters.

network simulations.

III. MODELS

This section presents the simulation models considered in
this work. We used the discrete event simulator OMNeT++
and the Mobility Framework (a wireless network models
library), to which we added our own models.

A. Radio

A TI CC2420 radio transceiver [12] was modeled using
a detailed radio state model that includes transient states.
While the default radio model of the Mobility Framework
considers switching times between the steady states (Re-
ception, Transmission, Sleep), these switching times de-
pend only on the destination state. We introduced a radio
state model (RadioAccNoise3) in which the switching time
depend on both the current state and on the destination
state. In particular, it takes less time to switch the radio
to transmission mode when it is already in reception mode
than when it is in sleep mode.

The timing and power consumption parameters used for
the CC2420 are regrouped in table I. Timer values were
taken directly from the datasheet. Power consumption values
are obtained by multiplying the system voltage (3.3 V) by
the current in steady state as defined by the datasheet.

When several transmitted signals arrive simultaneously
at a receiver, it becomes more difficult to demodulate the
information. Several types of models exist. We implemented
a model that tracks the signal-to-interference-plus-noise ratio
[13] during the whole frame reception (in SnrEvalRadioAc-
cNoise3). The receiver model can then derive the bit error
rate probability associated to each segment of the frame
with a specific SNIR ratio (using an analytical model),
and uses random numbers to decide wether or not each
segment of the frame can be successfully demodulated (in
DeciderRadioAccNoise3).

Concerning propagation, A free space pathloss model was
used, with a path loss exponent of 2.5. While this is a very
simple model that cannot account for multipath propagation
and other complex propagation effects, it was considered
enough to model our simple short distance and line of sight
scenarios. More complex pathloss models are available in
the simulator (log-normal, Rayleigh).

B. Medium Access Control

We implemented the IEEE 802.15.4 non beacon-enabled
mode [4]. It is a Carrier Sense Multiple Access protocol

Parameter Value

minBE 3
maxBE 5
maxCSMABackoffs 4
maxFrameRetries 3
AckWaitDuration 864 µs
SIFS 192 µs
aUnitBackoffPeriod 320 µs
CCADetectionTime 128 µs

Table II: IEEE 802.15.4 CSMA model parameters.

with an exponential backoff window. Carrier sense protocols
attempt to detect ongoing transmissions before emitting, in
order to avoid collisions.

Each time that the protocol finds the channel busy, a
backoff exponent counter BE is incremented, until it reaches
a maximum value maxBE. This counter is used to determine
when the next carrier sensing operation will be scheduled:
an integer number is selected between 0 and 2BE − 1, and
this value multiplied by a backoff slot duration gives the
backoff interval.

This operation is repeated a maximum of
macMaxCSMABacko f f s. If this threshold is reached,
the transmission attempt is cancelled and a Channel Access
Failure is reported to the upper layer.

If the protocol can successfully access the channel, the
frame is transmitted. If the frame is a unicast transmission
(addressed to a specific node), the protocol switches the
radio into reception mode and waits for an acknowledgment
for a maximum period of macAckWaitDuration symbols.
If no acknowledgment is received, a counter FrameRetries
is incremented and another transmission attempt is made,
unless this counter reaches MaxFrameRetries.

If an acknowledgment is received or if the frame was
broadcast, a transmission success is reported to the upper
layer.

The values used for these parameters in our simulations
are listed in table II, together with some key constants of
the protocol.

C. Application

A simple application was considered. It takes a parameter
T which is the time interval between two generated mes-
sages. First, a random time between 0 and T is selected,
after which the first packet is sent. Then, after each time
interval T , another packet is sent. The initial random time
allows to avoid systematic collisions when more than one
node are sending packets.

IV. METHODOLOGY

We defined four scenarios. The first two consider only
one sender and one receiver, with a large time between
two packets (T =100 ms). The other two scenarios consider
two nodes sending packets to a common third node, and



relatively high traffic rates (T =1, 5, 10, 25 ms). For each
topology, we consider first broadcast traffic and then unicast
acknowledged traffic. The packet size is always 60 bytes,
and acknowledgments are 11 bytes long.

We set up these scenarios in a testbed using the Philips
AG1 nodes (described below) and configured our simulator
to reproduce these scenarios as closely as possible.

Traffic generating nodes recorded the time at which each
packet was given to the MAC layer for transmission (this
time is also recorded in the packet itself), and the time
at which the MAC informed it of the transmission success
or failure. We call the difference between these two times
the sender service time. Similarly, we call receiver service
time the difference between the moment the sender gives
the packet to the MAC and the current reception time at the
receiver. In addition, the number of channel access failures,
received data frames, duplicates and acknowledgments are
also recorded.

In the simulator, the data values were extracted by using
the OMNeT++ API.

For the hardware platform, we used the Aquis Grain v1
(AG1) sensor nodes, developed at Philips Research. The
AG1 nodes are equipped with an ATmega128L microcon-
troller and a TI/Chipcon CC2420 radio chip [12]. Time
functionality in AG1 nodes is based on the oscillations of a
crystal oscillator with a frequency f equal to 8Mhz. Local
time is managed in software. A timer counter is incremented
from 0, in steps of (1/f) µs, to generate an interrupt each 320
µs, corresponding to 1 backoff slot duration as defined in
IEEE 802.15.4 [4]. Each time an interrupt occurs, a variable
c is incremented by 1. To find the current local time of a
node, the value of c is multiplied by 320 µs, and the current
value d reached by the timer counter, where 0 ≤d < 320
µs, is added to it. As the time measurements were made
by the embedded software itself, they are dependent on the
embedded system clock precision, on the processing speed,
on the OS task scheduler and on interrupt routines.

V. RESULTS

A. One source and one destination

Fig. 1 shows the empirical cumulative distribution func-
tions for scenarios 1 (broadcast traffic) and 2 (unicast traffic).

In the case of broadcast traffic (Fig. 1a), the simulated
service time at the receiver and at the sender are more
or less equal, to the point that the two lines completely
overlap and are undistinguishable. This is due to the fact
that the network simulator provides a single, network-wide
time reference, and that processing times are not taken into
account: while the source code of the simulation model is
executed, the simulation time is stopped at a precise value,
until all events scheduled at that simulation time have been
processed. The simulation model does not attempt to capture
processing times.

We also observe that eight values are possible for the
simulated service time: approximately 2.25, 2.5, 2.9, 3.2,
3.5, 3.8, 4.2 and 4.5 ms. This is clearly due to the minBE
parameter set to 3: the number of backoff slots is between
0 and 23 −1 = 7, thus 8 possible values with a slot size of
320 µs. The minimum service time of about 2.25 ms (when
the backoff is equal to zero) can be explained as follows:
an initial time to perform the clear channel assessment (128
µs), the time for the sender radio to switch from reception
to transmission (192 µs) and the frame transmission at 250
kbps (1920 µs): 0.128+0.192+1.920=2.24 ms.

The testbed measurements lead to larger service times,
around 1.5 ms more for the receiver and 0.9 ms for the
sender. This can be attributed to a number of factors:
software interrupts handling, MAC processing time, data
exchanges between the radio chip and the microcontroller
(through the SPI bus), system task scheduler, and software
processing time of the measure itself. After the radio finishes
receiving a frame, it informs the microcontroller through an
interrupt request. This triggers the execution of an interrupt
handling routine, which reads some control data from the
radio concerning the frame such as its size and configures
the SPI bus to send the frame to the microcontroller.
Transferring a 60 bytes packet on a 2 MHz SPI bus alone
takes more than 200 µs. After the MAC processing time, the
timestamping of the packet at the application takes around
50 µs. While we cannot estimate the costs of each software
routine, we attribute the remaining deviations to software
issues. For instance, when the MAC sends the data frame
to the application, it does so by creating a task in the
system. The task handling code is executed every 320 µs
and will cause here on average an additional delay of 160 µs.
The variability of these causes also explains why the curve
is smooth and why the discrete backoff values are barely
noticeable. This delay can be reduced by using a system on
chip platform, in which the radio directly writes the received
bytes in central memory [14], and by optimising the inter
process communications (such as between the MAC and the
application).

The smaller service time measured at the sender is due to
the fact that the sender does not have to transmit the whole
data frame back from its radio to the microcontroller. The
discrete values of the backoff windows can also be seen on
the measured sender service time.

On Fig. 1b, the simulation results are now clearly different
between the source and the destination. This is due to the
acknowledgment transmission time which is included in the
service time experienced by the sender, while the receiver
computes its service time immediately upon reception of the
data frame at the microcontroller. The radio model takes 192
µs to switch from transmission to reception mode, and the
transmission of an 11 bytes acknowledgment takes 352 µs,
leading thus to a difference of 544 µs, in line with what we
observe on the figure.



(a) Broadcast traffic. (b) Unicast traffic.

Figure 1: Cumulative distribution function of the service time at the sender and at the receiver. The impact of the slotted
backoff algorithm can clearly be seen at the transmitter side and in simulation.

(a) Broadcast traffic. (b) Unicast traffic.

Figure 2: Success rates with two sources and one destination. The use of acknowledgments and retransmissions in the case
of unicast traffic clearly improves the success rate and the protocol fairness.

Both the measured and simulated receiver service time do
not differ from what we obtained in the first scenario. The
measured service time of the sender increased slightly, but
not as much as in the simulator. We explain this by a faster
radio switching time.

B. Two sources and one destination

We now consider the effect of sharing the medium be-
tween two source nodes trying to access a common destina-
tion node. First with broadcast transmissions, and then with
acknowledged unicast transmissions.

Fig. 2a shows the transmission success rates measured at

the receiver (without duplicate frames) from both nodes as
well as the average value, as a function of the time between
two packets at a sender (the total traffic rate is thus twice
higher). The average success rate value is given for the
simulation results.

The performance begins to degrade when considering
intervals equal to or less than 10 ms. Even at 1 ms, the
success rate remains good. Simulation results are slightly
degraded but remain at about 5% of the measured success
rate. We attribute the difference to conservative assumptions
in the PHY layer model.

The service times are shown on Fig. 3a with the measured



(a) Broadcast traffic. (b) Unicast traffic.

Figure 3: Mean service times with two sources and one destination. The increased reliability of unicast transmissions comes
with a degradation of the mean service time.

data plotted using solid lines and the simulated data using a
dashed line.

The measured service times increase with a higher traffic
because the channel is found busy more often, leading to
increased backoff durations. The simulated sender service
times initially increases with the traffic load but decreases
with the maximum traffic rate. We attribute this effect to
contention access failures: the channel is often found busy,
and a frame is dropped rather than transmitted. The time
lost while trying to send such a packet is not included
in the computation of the mean service time. The rate of
contention access failures for each node can be seen on Fig.
4. We observe that this rate is higher in simulation than with
the testbed, confirming this hypothesis. A higher traffic in
the experiment would presumably lead to the same counter-
intuitive result of decreasing service time.

Fig. 2b shows the transmission success rate with uni-
cast transmissions. Acknowledged traffic leads to improved
success rates, and this time the simulation results are even
closer to measurements. With high data rates, we observe
a receiver success rate higher than that of the senders.
We attribute the difference to transmissions during which
the data frame was correctly received but for which the
acknowledgment was not received by the sender. It seems
that this case did no occur as often, or at all, during the
experiment. Longer measurements and simulation repetitions
with different random seeds would probably lead to closer
results.

The service times (shown on Fig. 3b) follow the behaviour
previously observed with broadcast traffic. This time, the
measured results actually begin to decrease, confirming our
hypothesis in the previous section on the experimental results

Figure 4: Rate of contention access failures for both senders
(two sources and one destination). Experimental measure-
ments shown with solid lines and simulation results in
dashed lines.

behaviour with higher traffic: unicast traffic leads to higher
channel usage. The higher rate of channel access failures
(Fig. 4) confirms the increased channel usage compared to
broadcast traffic. The mean service times are a few hundreds
of microseconds higher than in the broadcast case.

VI. CONCLUSION

This paper evaluated simulation models of wireless sensor
networks by considering small networks of 2 and 3 nodes
with broadcast and unicast traffic. The evaluation scenarios
were implemented in a small testbed network. The metrics



focused on timeliness and success rate. We found that the
simulation results matched experimentation closely. When
deviations were found, such as for the increased service time
in the experimental setup, they were attributed to in-system
effects that are difficult to estimate and thus to model, and
often dependent on the software implementation.

This work showed that accurate timeliness simulation
results can be obtained for wireless sensor networks, and
that discrepancies between the model and the experiment
can even lead to the identification of small embedded soft-
ware defects rather than modeling errors. Further work will
consider more complex scenarios and power consumption
estimates.
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